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Overview

Systematic
Reviews

Critically Appraised
Individual Articles

Randomised Controlled Trials
(RCTs)

Cohort Studies

Case-controlled Studies / Case Reports

Background Information / Expert Opinion

In medicine, systematic reviews:

– Guide clinical decisions
– Inform practice and policy
– Provide evidence
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Systematic review creation is hard!

Protocol Definition

Search Strategy Development

Study Abstract Screening

Study Full-Text Screening

Study Synthesis & 
Results Preparation

Dissemination of 
Systematic Review
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Query
Automation

Query
Formulation

– Formulation via LLM
prompting;
[Wang et al. 2023b]

– Transformer-based
query formulation;
[Wang et al. 2023a]

– Automitise human
approaches;
[Scells et al. 2021]

Query
Refinement

– MeSH term suggestion;
[Wang et al. 2022a]

– Query transformation
chains;
[Scells et al. 2019]

– Decision tree-based
query suggestion;
[Kim et al. 2011]

Query
Representations

– Probabilistic operators;
[Scells et al. 2023]

– Rank fusion scoring;
[Scells et al. 2020]

– Query by document;
[Lee and Sun 2018]

Tools
– Understandability

(searchrefiner);
[Scells and Zuccon
2018]

– Formulation (2dsearch);
[Russell-Rose and
Gooch 2018]
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Screening
Automation

Screening
Prioritisation

– Zero-shot LLMs for
screening prioritisation;
[Wang et al. 2024]

– Transformer-based
screening prioritisation;
[Wang et al. 2022b]

– Neural screening
prioritisation;
[Kusa et al. 2022]

Cut-off
Prediction

– Point processes;
[Stevenson and
Hezam 2024]

– Reinforcement learning;
[Hezam and
Stevenson 2024]

– Geometric-based
methods;
[Cormack and
Grossman 2016]

Document
Classification

– Transformer-based active
learning;
[Mao et al. 2024]

– Neural first-stage screening;
[Wallace et al. 2010]

– Classical active learning;
[Cormack and Grossman 2015]

Tools
– EPPI-Reviewer;

[Tsou et al. 2020]
– Rayyan;

[Ouzzani et al. 2016]
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Results
Automation

Information
Extraction

– Numerical result
extraction with LLMs;
[Yun et al. 2024]

– ICO extraction with
LLMs;
[Wadhwa et al. 2023]

– PICO extraction with
distant supervision;
[Wallace et al. 2016]

Result
Synthesis

– Synthesising medical
evidence with LLMs;
[Shaib et al. 2023]

– Transformer-based RCT
summarisation;
[Wallace et al. 2020]

– Transformer-based
plain language
summarisation;
[Devaraj et al. 2021]

Statistical
Analysis

– Neural risk of bias
assessment;
[Soboczenski et al.
2019]

Tools
– Result synthesis

(RevMan-HAL);
[Torres Torres and
Adams 2017]

– Risk of bias
(RobotReviewer);
[Marshall et al. 2022]
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Next Steps

– Many effective methods to automate all areas of systematic reviews
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Next Steps

– Many effective methods to automate all areas of systematic reviews

– In medicine: explosion of methods due to shared tasks and datasets
- CLEF Technology Assisted Reviews

[https://github.com/CLEF-TAR/tar]

- CSMeD: Meta-dataset for systematic review automation evaluation
[Kusa et al. 2023]
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– In climate science: need standardised datasets and test collections
- Medicine PubMed; freely downloadable, open data

[https://pubmed.ncbi.nlm.nih.gov/download/]

- Climate Science OpenAlex? 250M scholarly works, CC0 license
[https://openalex.org/]
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Next Steps

– Many effective methods to automate all areas of systematic reviews

– In medicine: explosion of methods due to shared tasks and datasets
- CLEF Technology Assisted Reviews

[https://github.com/CLEF-TAR/tar]

- CSMeD: Meta-dataset for systematic review automation evaluation
[Kusa et al. 2023]

– In climate science: need standardised datasets and test collections
- Medicine PubMed; freely downloadable, open data

[https://pubmed.ncbi.nlm.nih.gov/download/]

- Climate Science OpenAlex? 250M scholarly works, CC0 license
[https://openalex.org/]

Stay in touch
https://scells.me/manila24 @hscells harry.scells@uni-leipzig.de
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